A Tool-free Neuronavigation Method based on Single-view Hand Tracking
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\textbf{ABSTRACT}  
This work presents a novel tool-free neuronavigation method that can be used with a single RGB commodity camera. Compared with freehand craniotomy placement methods, the proposed system is more intuitive and less error prone. The proposed method also has several advantages over standard neuronavigation platforms. First, it has a much lower cost, since it doesn’t require the use of an optical tracking camera or electromagnetic field generator, which are typically the most expensive parts of a neuronavigation system, making it much more accessible. Second, it requires minimal setup, meaning that it can be performed at the bedside and in circumstances where using a standard neuronavigation system is impractical. Our system relies on machine-learning-based hand pose estimation that acts as a proxy for optical tool tracking, enabling a 3D-3D pre-operative to intra-operative registration. Qualitative assessment from clinical users showed that the concept is clinically relevant. Quantitative assessment showed that on average a target registration error (TRE) of 1.3 cm can be achieved. Furthermore, the system is framework-agnostic, meaning that future improvements to hand-tracking frameworks would directly translate to a higher accuracy.
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1. Introduction

Neuronavigation systems are a crucial aid during neurosurgery [Marcus et al. (2015)]. They make it possible to spatially align preoperative scans (such as MRI or CT scans) with the intraoperative surgical field providing surgeons with orientation and guidance to treat targeted brain lesions. Neuronavigation was shown to reduce hospital stays, severe complication rates, procedure costs, patient discomfort, and recovery time [Grunert et al. (2003)]. However, existing commercial systems suffer from being
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expensive and cumbersome to use and setup [Léger et al. (2022)], making them unsuitable for bedside neurosurgical interventions (such as external ventricular drain) [Robertson et al. (2021)] and out of reach for most centers in low income regions of the world where there is an enormous and growing need for neurosurgery [Dewan et al. (2019)].

Neuronavigation systems are used primarily for burr hole placement. Several authors claim that it is its central role [Wagner et al. (2000); Spivak and Pirouzmand (2005)], due to problems such as mis-registration and brain shift that make their use in later parts of the surgery more difficult. Burr hole placement does not require sub-millimiter accuracy to be useful and to bring tangible clinical benefits relative to freehand methods, that are used in low- and middle-income countries (LMIC) or for bedside procedures. Despite this lower requirement and the important need for navigation, neuronavigation for bedside procedures and in LMIC remains lacking.

The method presented here aims to fulfill this unmet need using low-cost hardware without the need for proprietary tracking tools by proposing the first camera-based tool-free neuronavigation method that can be used with very low hardware requirements. The central idea behind our method is to replace optically-tracked instruments by camera-tracked surgeon’s fingers enabling an intuitive pre-operative to intra-operative data registration. Our system has five main advantages:

- It is inexpensive, since it only requires a commodity camera and a laptop computer, hardware that can be sourced for under a few hundred USD and are likely already available at most centers, thereby potentially incurring no cost.
- It is fast, with a complete registration process that can be achieved under 2 minutes.
- It is built entirely using open-source components and is framework-agnostic.
- It achieves low registration error with an average target registration error (TRE) of 1.3 cm, which is clinically relevant according to [Rai et al. (2019)].
- It is less error prone than manual methods, rendering wrong side surgeries less likely to occur, for instance.

We strongly believe that this novel method is a step forward in providing neurosurgical guidance for the wider populations of patients that may not have access to advanced surgical facilities or where neuronavigation systems are considered too clinically disruptive and cumbersome. Additionally, considering its minimal setup time and negligible cost, our method can be used in conjunction with manual methods to verify their correctness, thereby reducing errors.

2. Related Works

Augmented reality (AR) has been proposed as a more intuitive and less cumbersome alternative to standard neuronavigation. AR systems for neurosurgery can be divided into three categories based on their technical implementation, according to [Chidambaram et al. (2021)]. The first category uses head-mounted displays (HMDs), to overlay objects, such as segmentations of the tumour or vessels, directly onto the user’s view (Low et al. (2010); Incekara et al. (2018)). Their main selling point is the fact that they can be used hands-free, allowing the surgeon to utilize both hands for surgical tasks and secondarily, maintaining sterile operative conditions. Approaches from this category are particularly advantageous during the early stages of surgery, such as during craniotomy and trajectory planning. They cannot be used during more
critical stages such as tumor resection due to their inherent accuracy limitations and the inability to account for brain shift [Incekara et al. (2018)]. The second category consists of approaches that use a tablet or smartphone to overlay such information onto the video feed of its camera [Watanabe et al. (2016), Léger et al. (2020)]. The main advantage of these approaches is their simplicity, and in contrast to the HMDs, they are more comfortable. The last category involves overlaying information onto the video feed from a surgical microscope [Haouchine et al. (2021b), Alfonso-Garcia et al. (2020), Sun et al. (2016)]. Methods from these last two categories are accurate enough to be used intraoperatively [Chidambaram et al. (2021)]. Using AR in such a way, facilitates maximal safe resection of gliomas, which is a strong predictor of patient survival [Lacroix et al. (2001), McGirt et al. (2008), Sanai et al. (2011), Smith et al. (2008)].

An application of AR in neuronavigation is the placement of the burr hole (small hole that a neurosurgeon makes in the skull), which is then used to establish a craniotomy or place a shunt. It has been shown that AR can play an important role in optimizing the size and shape of the craniotomy [Cho et al. (2020), Kersten-Oertel et al. (2016)]. Kersten-Oertel et al. used a custom built neuronavigation workstation, a camera and a tracking system to overlay structures such as tumors and vessels on the video feed of the camera. Watanabe et al. (2016) proposed a method where a tablet with a camera is tracked in the room with a system of six external infrared cameras. Then, structures extracted from the pre-operative images are superimposed on the video feed of the tablet. This system was evaluated on 6 patients and was successfully used for planning the skin incision as well as the localization of the craniotomy.

All methods mentioned so far do not reduce the complexity of setup of a standard neuronavigation system, on the contrary, most of them have even greater requirements. However, another approach, which requires significantly less equipment, was developed by Hou et al. (2016). In this method, a sagittal slice of an MRI together with a 2D in-plane tumor segmentation was superimposed over the video feed from an iPhone. The task of the user was to manually align the camera field of view (FOV) with the MRI. Once this manual step was completed, the location of the tumor, i.e. the projection of the tumor, could be outlined on the patient’s skin. This was then used to centre the burr hole and create the craniotomy. This method, requiring manual alignment of images by the user, is thus intrinsically less accurate. Additionally, it is limited to displaying an AR overlay from only one specific view-point (sagittal).

Another aspect of burr hole placement that can be considered is the optimization of its size and location, accounting for brain shift. This helps ensure that the relevant brain structures can still be accessed from the planned access point. Optimizing the craniotomy has been addressed in retrospective studies for evaluating the insertion trajectory accuracy [Chen and Nakaji (2012)] and burr hole placement [Rai et al. (2019)]. Both studies focused on burr holes, however, with more than 50 patients in each of them, they clearly show the significance of determining the optimal location and size of a craniotomy. Recently, an image-based method to optimize the craniotomy opening was proposed [Haouchine et al. (2021a)]. This method combines physics-based simulation and neural image analogy to predict both the geometry and the appearance of the brain surface at chosen locations before opening the skull.

Tool-free methods for burr hole and craniotomy placement are methods that do not require a significant amount of equipment, contrary to commercial products or most of the previously mentioned methods. These methods will expectedly have lower precision, but they will be easier to use and set-up and can be made available in low income settings. The previously mentioned example developed by Hou et al. (2016)
relies solely on a mobile phone. While it’s alignment procedure is quite rudimentary and can be prone to error, it still likely offers better precision than using no guidance.

**Our Contributions:** In this paper, we present a tool-free, neuronavigation framework for burr hole placement. On the one hand, it is tool-free, in that it does not require any specialised hardware (e.g. multiple cameras, depth cameras, optical or magnetic trackers or HMDs). It only requires a monocular RGB camera (webcam, phone camera), that is used to track the user’s hand, and a laptop to perform the required processing steps and display the guidance. On the other hand, it follows well-established principles of commercial products, by using the already established workflow of choosing a set of points on the patient to determine the patient-image registration and offers real-time positioning relative to the patient after registration. As illustrated in Figure 1, this system tracks the user’s hand (which functions as a proxy to a standard tracked pointer) to collect points for registration and to visualise its position in relation to the pre-operative scans for the purpose of defining the location of the burr hole. To the best of our knowledge, no similar approaches have been proposed in the literature.

![Figure 1](image-url)

Figure 1.: Approach overview: using solely a single-view RGB camera in (a) our approach estimates the 3D pose of the surgeon’s hand and tracks it over time to select a set of facial landmarks on the patient’s face in (b); these landmarks are registered with a set of pre-defined anatomical landmarks in the MRI/CT scan (c) to finally allow the surgeon to optimally perform the craniotomy in (d).

3. Methods

3.1. Three-dimensional Finger Tracking

Tracking the fingers allows surgeons to interact in a naturally intuitive way with the system to identify the anatomical landmarks used for the registration. Hand tracking has been an active research topic that attained a high level of accuracy and robustness thanks to the successful integration of machine learning techniques. However, most of the existing methods provide only a 2.5D pose estimation using a monocular RGB camera, i.e. depth is estimated relative to the center of the hand, by opposition to a real 3D pose, where the depth would be defined in absolute terms, relative to the scene or the camera. In order to obtain a true 3D pose estimation, w.r.t the camera position, specialized hardware, e.g. depth sensors are required, which is not available
Figure 2.: 3D Hand Pose Estimation: our method uses learning models to detect and track hand landmarks in 2D and 2.5D and solves a PnP problem to estimate the full 3D hand. The top and bottom row depict two shapes as detected in a frame of the video feed and the corresponding reconstructed 2.5D (where the centre of the coordinate system is in the approximate geometric centre of the hand) and 3D models.

In our configuration. In the following, we describe our method to obtain a full 3D hand pose using solely a commodity monocular RGB camera.

In order to track the hand in the images and predict its 2.5D pose we rely on a machine learning method described by Zhang et al. (2020). This method uses a combination of two deep neural networks to output the position of multiple hand landmarks. This model uses the hand landmarks topology proposed by Simon et al. (2017) wherein 21 landmarks are defined to model hand articulations. The training relies on both real-world images and synthetic images. The real world images are used to learn the 2D coordinates, while the synthetic ones are used to learn a relative depth. This depth is calculated w.r.t. the hand center, thus limiting the pose to a 2.5D prediction only. This is not sufficient to select 3D points of interests on the patient’s face, since the center moves over time.

In order to obtain the 3D coordinates of the hand landmarks in a fixed coordinate frame (the camera space) we need to estimate the camera pose relative to the hand. This can be done by solving a classic Perspective-n-Point (PnP) problem Terzakis and Lourakis (2020). The aim of the PnP problem is to determine the position and orientation of a camera given its intrinsic parameters and a set of correspondences between an object’s 3D points and their 2D projections. With the estimated camera pose, we finally can estimate the full 3D hand pose illustrated in Figure 2.
3.2. Anatomical-based 3D-3D Registration

Preoperatively, a set of salient landmarks are selected on the patient scan. For this purpose, as detailed by Gerard et al. (2015), chosen landmarks need to be points that can be easily recognized and picked both on the preoperative scan and on the patient during surgery. However, in our case, since the pointing device, a finger tip, is blunter than a typical neurosurgical pointer, some commonly used landmarks, such as both medial canthi, aren’t suitable. Then, intraoperatively, the surgeon uses the tip of one of their fingers to point out the preoperatively selected anatomical landmarks physically on the patient’s head. To make this procedure more reproducible, the user is tasked to choose a specific point on their finger tip (e.g. center point of edge of nail) and reuse the same point for every acquisition. To adjust for the high level of noise present in the 3D hand landmark positions, two filtering steps are performed: reconstructed 3D positions temporal consistency is enforced using a low-pass filter with a two-frame sliding window (chosen empirically) and mean-based outlier removal is used for recording the registration points. The 3D position is recorded continuously for a duration of 100 frames. Of the resulting set of 100 points, those further than two standard deviations from the mean are removed (empirically around 40%) and the remaining are averaged.

The resulting two sets of points (i.e. recorded points and points defined on the scans) are brought into alignment using the fiducial registration method from Horn (1987). This method produces the optimal rigid transformation between the two sets of landmarks. Considering the amount of uncertainty in the finger tip position, two additional checks are done at this stage to ensure that all picked points are reliable. First, if the standard deviation in the positions of the 100 individual points used in the temporal averaging is too high, the point is repicked. After having registered the two point sets, individual fiducial registration error (FRE) for each corresponding pair of points is computed. A larger FRE for one of the point pairs is likely to indicate that the pose estimation was inaccurate for that specific point acquisition. Points with a large FRE relative to the others are repicked until the FREs on all points are similar.

3.3. Craniotomy Placement Planning and Visualization

Using the registration described above, we can display the navigational information in two ways: 1) a standard neuronavigation view where the real-time position of the hand can be shown in relation to the patient’s head in the 3D virtual view and individual MRI slices, and 2) Augmented Reality view where the preoperative scan and planning (trajectory or craniotomy placement) is superimposed on the camera image. Both of these visualization are equally straightforward to produce since, with our system, the camera is used as the reference frame and the camera’s intrinsic parameters are already determined. This means that going to and from camera space is only a matter of inverting the transformation matrix.

After registration, a deformable hand model is displayed at its correct position and with the correct pose relative to the patient in the virtual 3D view, as well as in the three orthogonal cardinal planes. This allows the surgeon to use their finger tip as a pointer to navigate and plan the craniotomy.
3.4. Implementation Details

As an initial preparation step, the camera’s intrinsic parameters and lens distortion need to be obtained. This step only needs to be done once, as this matrix is constant over time. It was derived using Bouguet’s Matlab implementation of the standard method from Zhang (2000), with the lens distortion estimation from Heikkila and Silven (1997).

Real-time image capture processing and display is done with the OpenCV toolbox Bradski (2000). The 2.5D hand pose is recovered using the MediaPipe machine learning framework Zhang et al. (2020). Ad-hoc corrections were made to adapt the MediaPipe detection framework to our need and improve the final 3D pose accuracy. First, due to the data it was trained with, MediaPipe returns positions on the front face of the hand, relative to the camera. In order to obtain the hand skeleton, all points were back-projected along the camera axis by half of the hand thickness. This thickness was empirically determined for every user and adjusted as a parameter. Second, MediaPipe also returns finger tip positions that are consistently too short. To alleviate this problem, again, a compensation parameter was determined for every user and adjusted. To solve the PnP problem, the method from Terzakis and Lourakis (2020) is used. At every frame, the recovered 3D positions of all 21 hand landmarks are streamed to 3D Slicer Fedorov et al. (2012) using the OpenIGTLink Tokuda et al. (2009) protocol.

Registration points are recorded in 3D Slicer using a custom-made module. Once all necessary points have been recorded, the registration transform is computed in 3D Slicer. From that point onwards, the computed transform is applied in 3D Slicer to the received streamed points, meaning that the hand is displayed in real-time relative to the preoperative scan.

The entire code-base is publicly available and shared with an open-source license.

4. Results

To assess system accuracy, a full system performance assessment on a head phantom was performed in a laboratory environment (See Figure 3). Furthermore, baseline accuracy, using manual methods, was established. Additional tests were done specifically on the hand pose estimation to assess its accuracy and potential failure points. These experiments aimed at uncovering potential limitations in the currently used framework and inform potential improvements that can be made to it in the future to increase overall system performance.

4.1. Baseline

In order to establish a baseline and to be able to compare our concept with manual methods, we asked a neurosurgeon, experienced in neurosurgery without navigation, to place six points on a phantom using two analog methods. The first method did not use any tools - it involved carefully studying the axial, coronal and sagittal slices of a pre-operative scan without three-dimensional reconstruction and comparing features.

https://github.com/koegl/HandNav
Figure 3.: (a): Implemented registered hand displayed overlaid in real-time on the segmented skin model, tumour and trajectory planning; (b): Depiction of the tracked hand over a selected MRI slice; (c): Depiction of the achievable AR view where a pre-segmented 3D virtual model is re-projected onto the live camera feed.

found on the patient and in the scan (e.g. midline, canthi, nasion, parietal boss, inion, tragi, among others) in order to find the correct surface point. The second method involved using a measuring tape and ruler. First, landmarks and distances were measured in the pre-operative scan (axial, coronal, and sagittal without three-dimensional reconstruction). Second, the same landmarks and distances were found on the phantom using the aforementioned ruler and tape. The points selected were compared to the points established before the experiment by another operator with the Brainlab Curve Brainlab (2022), which acted as the ground truth. The mean distances and standard deviations for the six points found with each method are shown in Table 1.

<table>
<thead>
<tr>
<th>Method type</th>
<th>Mean distance (mm)</th>
<th>STD (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool-free estimation</td>
<td>11.4</td>
<td>1.6</td>
</tr>
<tr>
<td>Measurement-based estimation</td>
<td>5.8</td>
<td>4.6</td>
</tr>
</tbody>
</table>

4.2. Full System Evaluation

In this experiment, a phantom head was computer tomographed, the skin surface was segmented and six external landmarks were selected (both lateral canthi, both tragi and oral commissures) on that segmentation. Six target points were marked on the phantom as craniotomy locations (one frontal and one occipital along the midline, and a parietal and temporal on each side). All of the skin landmarks, as well as six targets points, were captured using an optical tracker (Optitrack V120:Duo, NaturalPoint, Inc., Corvallis, OR, USA).

The full pipeline, as described in section 3, was run to obtain the patient-to-image registration transform with our system, using the corresponding six skin landmarks. The distance between the target points picked with our system were then compared with those acquired with the optical tracking system that we used as our ground truth.

We obtained a mean landmarks registration error (FRE) of 7.97 mm ±3.73 mm (standard deviation), with a range of [2.48-12.46] mm and a mean target registration
error (TRE) of 13.31 mm ±3.36 mm, with a range of [10.30-19.63] mm.

In addition to the accuracy assessment, three users were asked to qualitatively assess the potential clinical usability of the devised system on a Likert scale (one neurosurgeon, one post-doctoral fellow and one medical student). There were six statements in the evaluation:

- S1: The system is clinically relevant.
- S2: You would prefer to use this system to not rely solely on manual methods.
- S3: You would feel comfortable using this system if no other neuronavigation system is available.
- S4: The system workflow is intuitive.
- S5: The system is easy to set up.
- S6: The system can help to verify a manual craniotomy placement.

and five responses to each statement: 1-Strongly disagree, 2-Disagree, 3-Neither agree or disagree, 4-Agree, 5-Strongly agree. The results from this evaluation are shown in

Table 2.: Clinical evaluation of the system

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neurosurgeon</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Research fellow</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Medical student</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

4.3. Effectiveness assessment of different system components

Multiple hand pose detection models were tested in designing the system and while the one used was the most robust, it still showed limitations. Some experiments were therefore conducted to quantify these limitations and failure modes, in order to better inform useful improvements that could be made to it to increase system performance.

4.3.1. Consistency of point picking

A simple test was devised to test the consistency of re-picking the same point in 3D space. To do this, a user was asked to pick the same fixed point 16 times. Between each acquisition the hand was moved out of the frame. The mean distance of all 16 points to their geometric center was 1.95 mm. The standard deviation of the points in x, y and z was 0.322 mm, 0.237 mm and 2.210 mm, respectively. The greatest 3D distance between any two points was 6.60 mm.

4.3.2. Hand orientation and pose variation

The first test in this experiment consisted in leaving the finger tip in a fixed location, but varying the orientation of the hand relative to the camera. Results from this experiment are displayed in Figure 4. In (a) we can see the spread of the points in the camera plane. In (b) we can see the spread of the points perpendicular to the camera axis. It is clear, that the variability is greater along z (the camera axis), meaning that the depth estimation has a greater error than the in-plane estimation.

The second test consisted in leaving the finger tip in a fixed location, but varying the hand pose, such as bending the thumb or spreading the fingers. Results from this experiment are displayed in Figure 5. Similarly to the previous experiment, the
variability in $z$ is much greater than in-plane. It can be clearly seen from this analysis that acquisitions are spread out in space, especially in the axis pointing to the camera. This would be a characteristic of all tracking methods trying to predict 3D coordinates from a 2D image, as the in-plane coordinates can be determined accurately directly from the pixel values. Furthermore, even a slight change in the orientation or pose of the hand has a big influence on the predicted positions. From our experience, uncommon hand-poses, that were probably not represented in the training set, were not accurately detected. Considering those limitations, special care was being placed on keeping a steady hand pose and orientation during acquisitions.

4.3.3. Ablation study

In addition to the framework assessment, we tested the effect of some components of our design by performing an ablation study. Two complete system runs were performed to compare against the previously reported full system results: one where no outlier removal was done and one where neither the outlier removal nor temporal filtering were done. Results from this experiment are reported in Table 3. This clearly shows that each post-processing step reduces the error of the system.
Figure 5.: Each of the five point clouds represents an acquisition of the same point at a different pose (shape) of the hand. (a) Projection of the point clouds perpendicular to the camera axis. (b) Projection of the point clouds along the camera axis. Notice the difference in scale between (a) and (b).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Mean FRE (mm)</th>
<th>Mean TRE (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full system</td>
<td>7.97 ± 8.74</td>
<td>13.31 ± 3.36</td>
</tr>
<tr>
<td>Without outlier removal</td>
<td>13.77 ± 4.35</td>
<td>19.9 ± 10.44</td>
</tr>
<tr>
<td>Without outlier removal and temporal filtering</td>
<td>14.06 ± 4.73</td>
<td>22.79 ± 6.60</td>
</tr>
</tbody>
</table>

5. Discussion

The accuracy of our system detailed above in subsection 4.2 is currently on par with one of our analog baselines from subsection 4.1. Furthermore, it is likely only a lower bound as to what can be achieved with our proposed technique because predictive accuracy of machine learning tools for both 2D positions of hand landmarks as well as pose estimation will keep improving. 2.5D hand-tracking from single monocular camera is a currently very active area of research with a rapidly evolving state-of-the-art. Additionally, our method isn’t dependent on a specific hand-tracking framework. That used in the presented prototype is the one that gave us the best results, but it could easily be swapped without affecting the rest of our pipeline. This means that our method will directly benefit from future developments of new frameworks and availability of larger and more complete training datasets.

According to the small system evaluation performed, as summarised in Table 2, the system was deemed of having potential clinical significance. While the small sample size prohibits from drawing detailed conclusions, it shows that this concept is promising for the intended application.
A second point highlighted by the data shown in subsection 4.3 is how currently available training sets have limitations that are hard to reconcile with the need for accurate positioning demanded by this application. The results from the ablation study also confirm that both noise reduction methods employed in our pipeline do achieve a significant increase in overall accuracy.

The hand-tracking framework we used was designed with the intent of providing hand pose for casual AR applications, typically for entertainment purposes or gesture detection. These applications have much lower accuracy requirements and can cope with using only a relative pose, unlike our application.

This is the reason why with the currently used framework, to achieve good accuracy, the user needs to maintain a constant pose and hand orientation relative to the camera. These limitations aren’t inherent to our approach, but are rather specific to the machine learning framework and can easily be addressed in the future by training a tailored model.

Such a model, in order to achieve optimal patient registration accuracy should have high predictive accuracy of the finger tips in particular. It should also be trained on the most complete set of poses and hand orientations possible, spanning the entire 3D volume covered by the camera view. Indeed, contrary to casual AR applications, in our use case the hand will not necessarily be centered in the image and may present any orientation. Finally, it should cover all hand sizes, shapes and skin tones to ensure that the registration accuracy isn’t influenced by inter-user variability of hand anatomy.

While it was not possible with our current setup because of significantly high signal to noise ratio, which required temporal smoothing, a future revision of the system could record the finger tip position over time, as it is slid across the patient’s head to acquire a trace. This would enable our method to perform surface-to-surface registration in addition to landmark registration. This may perhaps help in improving accuracy further.

A significant advantage of our method is that it is compatible with other existing methods, facilitating integration into existing low-cost platforms like NousNav [Léger et al. (2022)] with minimal alterations, effectively replacing more costly tracking solutions and expanding the capabilities of such a low-cost full-suite neuronavigation solution.

In addition to identifying potential weaknesses of the current models, the results of subsection 4.3 can also inform camera position choices relative to the patient to optimize system accuracy. Each individual point-cloud has a much larger spread in the direction perpendicular to the image plane, about 3-7 times higher than in plane.

6. Conclusion

Our system shows that a burr hole placement system that doesn’t require any specialized tools besides a commodity camera and provides 3D localization information in real-time can be built. This system, being tool-free, requires minimal setup, which makes it suitable for all instances where standard neuronavigation systems can’t be used due to the logistical constraints of bedside procedures and emergency cases. Being low-cost and light-weight, the system is also well suited for lower resource settings and remote areas, where standard neuronavigation systems are not available. The devised system is also intuitive to use, making it less prone to errors than previously proposed tool-free systems. Furthermore, clinical users deemed the system and its accuracy to be clinically relevant, mainly in the context of error reduction and as a second pair
of eyes. Finally, it can be expected that the accuracy would significantly improve in the future, either if existing frameworks improve or if a purpose-made hand detection framework was built.
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