Esophagus Achalasia Diagnosis from Esophagoscopy Based on A Serial Multi-scale Network
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ABSTRACT
Esophageal achalasia is a primary esophageal motility disorder disease. To diagnose esophagus achalasia, physicians recommend endoscopic evaluation of the esophagus. However, a low sensitivity still accompanies esophagoscopy on esophagus achalasia diagnosis. Especially for early-stage achalasia, only less than half of patients can be correctly identified from esophagoscopy. Thus, a quantitative diagnosis system is needed to support physicians diagnose achalasia from the esophagoscopy video. This paper proposes a Serial Multi-scale Network for classifying achalasia images from the esophagoscopy video. The proposed method contains two main components, a Dense-pooling Net, and a Serial Multi-scale Dilated encoder. We construct the Dense-pooling Net using a convolution neural network with dense mixed-pooling connections to extract features from esophagoscopy images. We design the Serial Multi-scale Dilated encoder based on a dilated encoder composed of four residual-style dilated convolution blocks. We combine the dilated encoder and spatial attention modules to focus on extracting features we need from esophagoscopy images. We trained and evaluated our method with a dataset that was extracted from several esophagoscopy videos of achalasia patients. The evaluation results reveal a state-of-the-art accuracy of achalasia diagnosis. Furthermore, we developed a real-time computer-aided achalasia diagnosis system with the trained network. In the real-time test, the achalasia diagnosis system can stably output the diagnosis results in only 0.138 seconds. The extended experiments demonstrate that the constructed diagnosis system can diagnose achalasia from esophagoscopy videos.
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1. Introduction
Esophagus Achalasia (achalasia) (Gennaro et al. 2011) is a chronic gastrointestinal disease. A standard definition of achalasia is the inability of the lower esophageal
Achalasia

Figure 1. Examples of achalasia and non-achalasia in esophagoscopy images. The first row is esophagoscopy images collected from non-achalasia patients. The second row is esophagoscopy images collected from achalasia patients. Physicians can diagnose achalasia patients through images in the second row.

sphincter to relax without peristalsis (Boeckxstaens et al. 2014). The annual incidence of achalasia is approximately 1 in 100,000 people worldwide, with an overall prevalence of 9 to 10 in 100,000 people (Patel et al. 2017). Regardless of the stage at which achalasia is diagnosed, the treatment of it is the same as Peroral Endoscopic Myotomy (POEM) (Inoue et al. 2010). Thus, early diagnosis can not reduce the cost of the treatment. However, diagnosing achalasia earlier is very meaningful, achalasia carries a risk of complications, including aspiration pneumonia and oesophageal cancer (Torres-Aguilera and Troche 2018). Early diagnosis of achalasia can prevent oesophageal cancer occurrence, and reduce the risk of POEM complications. About 65% to 90% of patients can be effectively treated with pneumatic dilation, Heller esophagotomy, or POEM once it be correctly diagnosised (Reynolds and Parkman 1989; Rakita et al. 2005; Barbieri et al. 2015). However, the etiology characterized by achalasia remains unknown, which causes physicians can not precisely identify achalasia (Vaezi et al. 1999). The general diagnosis methods of achalasia are through esophagus endoscopy (esophagoscopy), radiology, and manometry (Pohl and Tutuian 2007). Esophagoscopy is a necessary achalasia diagnosis method, which can rule out esophageal squamous cell carcinoma complicated with achalasia or secondary achalasia associated with malignancy (Pohl and Tutuian 2007).

The clinical manifestations of achalasia are similar to mechanical obstruction or inflammatory process. Thus, physicians can not diagnose achalasia with high accuracy through esophagoscopy, radiology, or manometry. Generally, as achalasia progresses, the esophagus dilates and eventually curves. The development of achalasia is accompanied by three stages, the straight type, the sigmoid type, and the advanced sigmoid type (Society 2017). Early-stage achalasia often refers to the straight type achalasia which has poor esophageal dilation and is difficult to detect by examination. Esophagoscopy and radiology diagnosis are especially difficult in dealing with patients of early-stage achalasia. Only about half or even fewer early-stage achalasia patients can be diagnosed precisely (Pohl and Tutuian 2007). Figure 1 shows esophagoscopy images of achalasia and non-achalasia. Physicians diagnose achalasia by observing esophageal body contraction or esophageal lumen dilation (Shiwaku et al. 2020).
However, esophageal contraction or dilation is not very conspicuous in early-stage achalasia. Physicians may not accurately diagnose early-stage achalasia with inconspicuous contraction or dilation; it is common for the correct diagnosis to be delayed by 2 or 3 years from the onset of symptoms (Pohl and Tutuian 2007). Therefore, there is a demand for a videos-based Computer-Aided Diagnosis (CAD) system to support physicians to identify early-stage achalasia by classifying each frame into achalasia or non-achalasia image. We believe fast processing and accurate diagnosis are essential for the esophagoscopy videos-based CAD system. This paper proposes a method for constructing a CAD system that can diagnose achalasia fast and accurately from esophagoscopy videos.

Deep learning has been widely used in computer-aided diagnosis through medical images in recent years. Many deep learning methods, e.g., ConvMixer and Supervised Contrastive (Khosla et al. 2020; Trockman and Kolter 2022) have been proposed for cancer and bleeding diagnosis. However, achalasia does not have distinctive lesions, unlike cancer or bleeding. Physicians distinguish achalasia from esophagoscopy images by observing abnormal contraction and dilation of the esophageal body and lumen, respectively (Shiwaku et al. 2018). Mucosal thickening, liquid or food remnant, and whitish change or pinstripe pattern are also helpful in achalasia diagnosis (Shiwaku et al. 2018). Thus, a method that can capture multi-type and multi-scale features is necessary for achalasia diagnosis. Methods for cancer and bleeding diagnosis are designed for detecting typical lesions, which locate in part of esophagoscopy images. Those methods may not capture multi-type and multi-scale features which observe in the entire esophagoscopy images, leading to the wrong diagnosis.

In this work, we propose an automated classification method named Serial Multi-scale Network (SMN) for achalasia diagnosis from esophagoscopy videos. The proposed method contains two main components: a Dense-pooling Net and a Serial Multi-scale Dilated (SMD) encoder. We use the Dense-pooling Net, which is a Convolution Neural Network (CNN) with dense mixed-pooling connections (Playout et al. 2018) to extract feature maps from an esophagoscopy frame. The Dense-pooling Net aims to preserve the spatial resolution of features and more details of the esophageal. Since achalasia diagnosis requires multi-scale features detection, we propose a SMD encoder to generate features with multiple receptive fields outside the Dense-pooling Net. With this characteristic, the proposed method can classify esophagoscopy images with different scales of features. We train the proposed network with a private dataset that extracts from esophagoscopy videos collected from achalasia and non-achalasia patients. We quantitatively compared the proposed method and state-of-the-art image classification methods on our dataset. We experimentally test the diagnosis accuracy with 50 esophagoscopy videos. Furthermore, we build a CAD system using the proposed method for real-time processing from esophagoscopy videos. The CAD system has been used in clinical experiments. However, we can not provide the results of the experiments due to we have not received permission to publish clinical results.

In short, our contributions can be summarized three-fold:

1. We propose an architecture for achalasia classification from esophagoscopy videos. We propose a Dense-pooling Net and a SMD encoder to extract different textures and scales of features from esophagoscopy images. The proposed method achieved state-of-the-art performance of achalasia diagnosis through both images and videos.

2. We collected an image and a video achalasia datasets from several esophagoscopy videos for validating the proposed method. We implemented and compared mod-
2. Method

2.1. Overview

We propose a method called Serial Multi-scale Network for classifying esophagoscopy images. Figure 2 shows the illustration of the SMN. The proposed SMN consists of a Dense-pooling Net, a SMD encoder, and a classification part. The classification part comprises a global average pooling layer and a fully connected layer, which receives the output of the SMD encoder for calculating classification probabilities. The inputs of the SMN are esophagoscopy images extracted from esophagoscopy videos. The outputs of the SMN are two probabilities which stand for achalasia and non-achalasia of one input image, respectively.

2.2. Dense-pooling Net

We propose a CNN with dense-pooling connections, which is called Dense-pooling Net to get multi-type and multi-scale features from the input images. Figure 3 shows the architecture of the proposed Dense-pooling Net. In the proposed network, we used four serial connected residual block (He et al. 2016) as the backbone. We use dense pooling connection (Playout et al. 2018) based on the multi-scale spatial information in the network and the bottleneck layer for feature extraction. As shown in Fig 3, dense pooling connections connect four residual blocks with different filter sizes. We further use mixed pooling (Playout et al. 2018) instead of max-pooling or average-pooling to keep the spatial information in the dense pooling connections. The proposed CNN can capture features with less spatial information loss by using dense pooling connections and mixed pooling. The residual style in the proposed CNN can prevent overfitting in the training procedure. We believe the network can extract esophageal features with
residual style, dense pooling connection, and mixed-pooling. The Dense-pooling Net also preserves color and pattern details of mucosal in the feature maps. The resized esophagoscopy image is directly input into the Dense-pooling Net, and the output of this network is a 256 channel feature map.

2.3. SMD Encoder

We propose a SMD encoder to distribute representations for detecting multi-type and multi-scale features from the feature map. We design the SMD encoder based on a dilated encoder (Lin et al. 2017; Chen et al. 2021) that extract features for object detection and localization in the YOLOF. The dilated encoder consists of a Projector and four residual dilated blocks. The Projector, which is designed for channel dimension reduction, has the same structure in the FPN (Lin et al. 2016). As for the residual dilation block (Yu and Koltun 2015) with different dilation rates, it generates output features with multiple receptive fields in $3 \times 3$ convolutional layers, covering many object scales. The dilated encoder design enables it to detect objects on multiple-level instead of single-level features. The residual dilated block utilizes dilated convolution to increase the receptive field of input features. The YOLOF uses the residual style to ensure the encoder can get a multi-scale receptive field. Experiments have proved that the dilated encoder can detect multi-scale features from feature maps (Chen et al. 2021). However, for achalasia diagnosis, the network requires to detect inconspicuous features and pinstripe patterns from the background, which may miss by the dilated encoder. To solve this problem, we propose the SMD encoder.

Figure 4 illustrates the structure of the proposed SMD encoder. We enlarge kernels in the Projector from $1 \times 1$ and $3 \times 3$ to $3 \times 3$ and $5 \times 5$, respectively. Many researchers...
have demonstrated that a few convolution layers with large kernels have a better effective receptive field (Ding et al. 2022; Peng et al. 2017). We believe a large receptive field helps detect contraction or dilation of the esophageal. Besides, when the view of the esophagoscopy is tiny, large kernels can extract more features of the mucosal. Four residual dilated blocks serially connect with the Projector. We modified all residual dilated blocks by removing the last convolution layers. We set the dilation rates from the first to the last residual dilated blocks to 0, 2, 4, 8 in order. Then, we introduce the spatial attention module (Woo et al. 2018; Vaswani et al. 2017) which helps the encoder focus on the meaningful features in the feature map. It makes the encoder distinguish the difference between inconspicuous features such as whitish change or pinstripes pattern from the normal mucosal. We add spatial attention modules in the last two residual dilated blocks. The input of the SMD encoder should be the feature map output from the Dense-pooling Net. The output of the SMD encoder is a 512 channel feature map.

3. Experiments And Results

3.1. Dataset

3.1.1. Image dataset

We collected esophagoscopy videos from patients in the Fukuoka University Faculty of Medicine with IRB approval for network training and test. In our dataset, all achalasia images and videos are collected from patients with straight type achalasia which con-
Table 1. Numbers of different types of images in training, validation, and test data in the image dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>WLI</td>
<td>NBI</td>
<td>WLI</td>
</tr>
<tr>
<td>Number of non-achalasia images</td>
<td>122,600</td>
<td>67,167</td>
<td>25,824</td>
</tr>
<tr>
<td>Number of achalasia images</td>
<td>56,656</td>
<td>83,302</td>
<td>14,868</td>
</tr>
</tbody>
</table>

contains early-stage achalasia patients. Expert endoscopist annotated all achalasia frames in collected videos under the same standard, but not specifically labeled early-stage achalasia frames for the experiment. Based on these annotations, we extracted achalasia and non-achalasia frames from esophagoscopy videos by 30 fps. Images in our dataset contain images of Narrow Band Imaging (NBI) (Kuznetsov et al. 2006) and White Light Imaging (WLI) (Cummins et al. 2019). We resized all extracted images to 224 × 224 pixel with the Lanczos interpolation method (Fadnavis 2014). We manually removed all images with strong specular and serious blurred for a massive training set. We split all resized images into training, validation, and test datasets randomly without patient duplication. Table 1 shows the number of extracted WLI and NBI images in training, validation, and test datasets.

3.1.2. Video dataset

To evaluate whether the proposed method can apply to the clinical situation, we collected 50 esophagoscopy videos from different patients in the Fukuoka University Faculty of Medicine with IRB approval. All videos in the video dataset are collected from different patients in the image dataset. Expert physician annotated the class each video belongs to instead of annotating all achalasia frames in videos under the same standard of annotation in the image dataset. Among all videos, 25 videos have been annotated as achalasia videos; others are annotated as non-achalasia videos.

3.2. Implementation Details

For the training process, we set the minibatch size to be 64 to train our method for 200 epochs on NVIDIA Tesla V100 PCIe 32 GB with CUDA 10.0. We used binary-crossentropy as the loss function and an Adam as the optimizer function. The initial learning rate for training was set to be $1.0 \times 10^{-3}$. We implemented our method with Keras (Gulli and Pal 2017). To evaluate our method, we trained our method and other state-of-the-art methods using our image dataset in the same condition. For all training images, we implement resize, ZCA whitening (Kessy et al. 2018) for all images preprocess. We implement random flip horizontally, and random flip vertically to train all methods. Furthermore, we implement cutout (DeVries and Taylor 2017) for data augmentation for training the proposed method with our image dataset. We completed the CAD system with an NVIDIA Jetson Xavier NX developer kit which carries a trained SMN.
3.3. Results

3.3.1. Quantitative evaluation on image dataset

We introduced accuracy, precision, recall, specificity, and Area Under the Curve (AUC) of Receiver Operating Characteristic (ROC) to evaluate the classification accuracy of all trained models for evaluating their performance. We defined an image as a predicted positive image when the predicted achalasia probability of this image is greater than the threshold $\tau_p$. On the contrary, an image was defined as a predicted negative image when the predicted achalasia probability is lower than or equal to the threshold. We defined a true positive/negative sample when an achalasia/non-achalasia image was correctly classified as a predicted positive/negative image. When an achalasia/non-achalasia image was not correctly classified, we defined a false positive/negative sample. For compare with other classification methods, we set $\tau_p = 0.5$ which is the common setting for binary image classification. Table 2 shows the quantitative evaluation results of all trained methods using our image dataset. Figure 5 shows examples that our method classified success and failure in the image test dataset.

Figure 5. Examples of the test dataset that the SMN classifies. From the first row to the last row are true positive, true negative, false positive, and false negative images in order.
Figure 6. The output of the CAD system while the input is one video in the video dataset. In one output frame, a bar shows the ratio of achalasia and non-achalasia probabilities in the red and blue parts, respectively, in real-time.

Table 2. Quantitative evaluations in different methods on the image dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>Specificity</th>
<th>AUC score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50 (He et al. 2016)</td>
<td>0.684</td>
<td>0.419</td>
<td>0.783</td>
<td>0.419</td>
<td>0.807</td>
</tr>
<tr>
<td>DenseNet121 (Huang et al. 2016)</td>
<td>0.691</td>
<td>0.423</td>
<td>0.671</td>
<td>0.521</td>
<td>0.799</td>
</tr>
<tr>
<td>U-Net Contracting path (Ronneberger et al. 2015)</td>
<td>0.669</td>
<td>0.529</td>
<td>0.861</td>
<td>0.894</td>
<td>0.899</td>
</tr>
<tr>
<td>ConvMixer (Trockman and Kolter 2022)</td>
<td>0.683</td>
<td>0.298</td>
<td>0.711</td>
<td>0.632</td>
<td>0.623</td>
</tr>
<tr>
<td>Supervised Contrastive (Khosla et al. 2020)</td>
<td>0.557</td>
<td>0.375</td>
<td><strong>0.891</strong></td>
<td>0.310</td>
<td>0.699</td>
</tr>
<tr>
<td>Gated-Attention (Ilse et al. 2018)</td>
<td>0.654</td>
<td>0.287</td>
<td>0.832</td>
<td>0.299</td>
<td>0.714</td>
</tr>
<tr>
<td>Our method (SMN + cutout)</td>
<td><strong>0.892</strong></td>
<td><strong>0.863</strong></td>
<td>0.826</td>
<td><strong>0.897</strong></td>
<td><strong>0.951</strong></td>
</tr>
</tbody>
</table>

3.3.2. Quantitative evaluation on video dataset

We used a SMN trained with cutout to diagnose all videos in the video dataset. The trained SMN classified every frame in one video. We set the threshold $\tau_p = 0.5$ for frame classification in the dataset. We introduce another threshold $\tau_f$ for video classification. When the proportion of predicted achalasia frames among all frames in a video is greater than the $\tau_f$, we predicted the video as an achalasia video. We used accuracy, precision, recall, and specificity to evaluate the performance of the SMN on our video dataset. Table 3 shows the diagnosis results when we set different $\tau_f$. Table 3 illustrates that the SMN performs well in achalasia diagnosis when the threshold $\tau_f$ is set to be 0.95.

Furthermore, to prove whether our method can be applied to the clinic, we test our CAD system’s capture and process speed by connecting with an endoscopy instrument. The experiment results demonstrate that our CAD system can stably output diagnosis results in only $0.138 \pm 0.04$ seconds. Figure 6 shows one example in the video dataset diagnosed using the CAD system. However, diagnosis of achalasia videos by calculating the ratio of achalasia frames is not a stable method in the clinical. The CAD system temporarily uses a threshold $\tau_f = 0.95$ diagnosis achalasia videos in
Table 3. Performance of video classification in different $\tau_f$ by using the SMN.

<table>
<thead>
<tr>
<th>$\tau_f$</th>
<th>0.05</th>
<th>0.15</th>
<th>0.25</th>
<th>0.35</th>
<th>0.45</th>
<th>0.55</th>
<th>0.65</th>
<th>0.75</th>
<th>0.85</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.60</td>
<td>0.66</td>
<td>0.70</td>
<td>0.78</td>
<td>0.88</td>
<td>0.92</td>
</tr>
<tr>
<td>Precision</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.55</td>
<td>0.62</td>
<td>0.69</td>
<td>0.80</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.96</td>
</tr>
<tr>
<td>Specificity</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0.4</td>
<td>0.56</td>
<td>0.85</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 4. Performance comparison with different networks instead of Denes-pooling Net in the SMN.

<table>
<thead>
<tr>
<th>Network</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>Specificity</th>
<th>AUC score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50 (He et al. 2016)</td>
<td>0.379</td>
<td>0.373</td>
<td></td>
<td>0.991</td>
<td>0.229</td>
</tr>
<tr>
<td>DenseNet121 (Huang et al. 2016)</td>
<td>0.690</td>
<td>0.456</td>
<td>0.943</td>
<td>0.891</td>
<td>0.890</td>
</tr>
<tr>
<td>U-Net (Ronneberger et al. 2015)</td>
<td>0.820</td>
<td>0.771</td>
<td>0.732</td>
<td>0.889</td>
<td>0.895</td>
</tr>
<tr>
<td>Denes-pooling Net w/o dense pooling</td>
<td>0.829</td>
<td>0.709</td>
<td>0.880</td>
<td>0.883</td>
<td>0.923</td>
</tr>
<tr>
<td>Denes-pooling Net</td>
<td><strong>0.874</strong></td>
<td><strong>0.865</strong></td>
<td><strong>0.766</strong></td>
<td><strong>0.899</strong></td>
<td><strong>0.947</strong></td>
</tr>
</tbody>
</table>

Table 5. Performance comparison with difference encoders in the SMN.

<table>
<thead>
<tr>
<th>Encoder</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>Specificity</th>
<th>AUC score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dilated encoder (Yu and Koltun 2015)</td>
<td>0.737</td>
<td>0.615</td>
<td>0.774</td>
<td>0.893</td>
<td>0.846</td>
</tr>
<tr>
<td>SMD encoder w/o attention module</td>
<td>0.871</td>
<td><strong>0.891</strong></td>
<td>0.721</td>
<td>0.876</td>
<td>0.946</td>
</tr>
<tr>
<td>SMD encoder</td>
<td><strong>0.874</strong></td>
<td>0.865</td>
<td><strong>0.766</strong></td>
<td><strong>0.899</strong></td>
<td><strong>0.947</strong></td>
</tr>
</tbody>
</table>

clinical experiments. We will evaluate the performance of CAD system’s video classification when we select the threshold $\tau_f = 0.95$ in clinical experiments. Besides, the CAD system has another mode, which only classifies each video frame, then displays the classification result of the frame on the monitor to support physicians in deciding on achalasia diagnosis.

3.4. Ablation study

3.4.1. Effectiveness of Dense-pooling Net in the SMN

We compared the performances when we used different networks instead Dense-pooling Net in the proposed architecture. We used the ResNet-50, DenseNet, and encoder part of U-Net instead of Dense-pooling Net in the proposed method. We also used Dense-pooling Net without dense pooling in the SMN as a comparison to investigate if the dense pooling structure is helpful. Table 4 reports the quantitative evaluation results of the SMN using different networks instead of the Dense-pooling Net. Table 4 demonstrated that the SMN using the Dense-pooling Net performs best among all methods.

3.4.2. Effectiveness of SMD encoder in the SMN

To validate all improvements we made for the SMD encoder have a good influence. We used the original dilated encoder in the YOLOF, and SMD encoder without different improvements as the encoder part in the SMN. Table 5 compares the performances of SMNs using different encoders. Table 5 illustrated that all modified in the SMD encoder have a good influence on achalasia frame classification.
3.4.3. Effectiveness of cutout data augmentation

We investigated the effectiveness of different modern data augmentation methods on achalasia and non-achalasia esophagoscopy images. We experimentally compared the performance of different data augmentation methods such as cutmix (Yun et al. 2019), mixup (Zhang et al. 2017), and cutout (DeVries and Taylor 2017) on the image dataset for training the proposed SMN. Table 6 compares the performance of different data augmentation methods on the image dataset. Table 6 illustrates that cutout can large improve the accuracy, recall and AUC of the SMN with almost the same precision and specificity.

3.4.4. Comparison with different component in the SMN

We investigated the influence of two-component in SMN, which is proposed in this paper. Table 7 compares the performance of different components in the SMN on our test dataset. Table 7 illustrates that all components in the SMN provide a good influence on the achalasia image classification.

4. Discussion

Table 2 reports that our method produces the highest accuracy, precision, specificity, and AUC score, which illustrates that our method has the best ability to diagnose achalasia from still images among all methods evaluated in our experiments. Table 3 illustrates that the SMN is very sensitive to achalasia frames: the SMN classified nearly all achalasia frames, but misclassified many non-achalasia frames into achalasia frames. By selecting a high threshold $\tau_f$, the SMN can provide high accuracy on esophagoscopy video diagnosis. This characteristic shows that the proposed method has the potential to provide high accuracy in the clinical.

Table 2 shows that the diagnosis recall of our method is lower than the Supervised Contrastive method. However, the Supervised Contrastive method has low specificity, which illustrates that this method can not classify true negative images precisely. Table 4 shows the SMN using ResNet50 instead the Dense-pooling Net also provides higher recall than our method, but with low precision and specificity. Physicians believe precision, recall, and specificity are equally crucial in disease diagnosis (Akobeng 2007). Table 2 illustrates the proposed method has both high precision, recall, and specificity. The proposed method provided the highest AUC score showing it is the most suitable method for achalasia diagnosis among all methods evaluated in this pa-
per, which are automatically done by computers. Another problem with the method is that the proposed method diagnoses achalasia by calculating the ratio of achalasia frames in a limited time. Inexperienced endoscopists may not be able to provide stable esophagoscopy videos for diagnosis. An esophagoscopy video with many noise frames may not be diagnosed by calculating the ratio of achalasia frames.

5. Conclusion and Future work

This paper proposed an automated achalasia diagnosis method SMN for achalasia diagnosis assistance. This proposed SMN utilizes a Dense-pooling Net to extract features from esophagoscopy frames and a SMD encoder for distribute representations to detect inconspicuous features. We collected an esophagoscopy image dataset and an esophagoscopy video dataset for model training and testing. We further constructed a CAD system using the proposed method. The proposed method achieved the best performance on the image test dataset among all methods in Table 2. The evaluation results on the video dataset demonstrate that the proposed method can diagnose achalasia from esophagoscopy video with high accuracy. For future work, we aim to propose a more robust method for achalasia diagnosis from classified frames. We plan to annotate all early-stage achalasia patients in our dataset. By extracting frames and videos from early-stage achalasia patients in our dataset, we can validate the performance of early-stage achalasia diagnosis with the proposed method. In order to perform better annotation and more justified verification results, we will ask more physicians to annotate our dataset and take average annotations among all physicians in the future. Furthermore, we plan to add a decoder to replace the global average pooling in the SMN.
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