Activation Modes for Gesture-based Interaction with a Magic Lens in AR Anatomy Visualisation
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ABSTRACT
Learning human anatomy is key for health-related education and often requires expensive and time-consuming cadaver dissection courses. Augmented reality (AR) for the representation of spatially registered 3D models can be used as a low-cost and flexible alternative. However, suitable visualisation and interaction approaches are needed to display multilayered anatomy data. This paper features a spherical volumetric AR Magic Lens controlled by mid-air hand gestures to explore the human anatomy on a phantom. Defining how gestures control associated actions is important for intuitive interaction. Therefore, two gesture activation modes were investigated in a user study (n=24). Performing the gestures once to toggle actions showed a higher interaction count since an additional stop gesture was used. Holding the gestures was favoured in the qualitative feedback. Both modes showed similar performance in terms of accuracy and task completion time. Overall, direct gesture manipulation of a magic lens for anatomy visualisation is, thus, recommended.
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1. Introduction

Learning human anatomy is an important part of medical school and other health-related education. Dissection courses using human cadavers are important for learning anatomical variations and spatial relationships of organs (Ghosh 2017). However, cadavers can be cost and time intensive, could present challenges to students for ethical reasons, or simply might not be readily available (Estai and Bunt 2016). The usage of volumetric three-dimensional (3D) models for anatomy education has proven to support spatial understanding and factual knowledge while increasing user satisfaction and subjective efficiency (Yammine and Violato 2015). Here, augmented reality (AR), can be used to further support the learning of anatomical structures and relationships by enhancing the real environment with virtual content. Using AR, 3D models can be displayed spatially registered in a body or phantom to reduce the cognitive load and improve performance of the students (Buchner et al. 2022). Here, projector-based
spatial AR has the advantage of a larger, less constrained display that is more easily accessible for multiple people than, for example, head-mounted displays.

Various, often occluded structures are relevant for learning anatomy. In general, a lot of information must be presented, which in an AR environment quickly leads to visual cluttering and, thus, to an overload of the user (Pindat et al. 2013). Focus and context visualisations present detailed information for a small, limited area while displaying more superficial information around it to maintain the overall picture (Bjork et al. 1999). Magic lenses are a variant of focus and context visualisations, inspired by a magnifying glass, in which supplementary, hidden or enlarged information is displayed in a spatially limited area (Bier et al. 1993). For anatomical representations, this can allow different structures to be explored individually and in context (Wu et al. 2013).

In this work, a volumetric magic lens for AR applications is presented. It is designed for use in anatomical education and is intended to assist students in exploring the human body. An intuitive interaction is of particular interest to support the best possible way (Heinrich et al. 2020). Naturally, people interact with nearby objects with their hands, for example, by grasping, picking up, or moving them. This is also possible for virtual objects, with the option of both directly touching and more distant interaction (Valentini 2018). If the object must not be touched for manipulation, more people can use the visualisation at the same time from different viewpoints. However, if touching the object is not the starting point of the manipulation, other activation methods must be found. Therefore, this paper focuses on the investigation of different activation modes that define how mid-air hand gestures trigger object manipulations.

2. Related Work

The magic lens concept was first introduced by Bier et al. (1993) for 2D visualisations. A magic lens applies a filter to the context display in a viewing region placed by the user. Filters may enhance or modify the view, displaying hidden or complementary information. Magic lenses are used in a wide range of applications, for example in art or scientific visualisations (Tominski et al. 2014). Several works discussed implementation options for magic lenses in 3D visualisations. Generally, a distinction can be made between flat and volumetric lenses (Viega et al. 1996). Flat lenses are 2D shapes in a 3D environment. These can be placed as freely movable planes (Viega et al. 1996), as well as be bound to the surface (Rocha et al. 2019). Virtual windows, in which hidden structures are shown through an opening in virtual objects (Bichlmeier et al. 2007), can be regarded as a special form of flat magic lenses (Monclus et al. 2009). Volumetric lenses are 3D objects that can be placed in the visualisation, where the filter is applied to a volume (Viega et al. 1996). They are often used to magnify or highlight structures that are otherwise hidden or hard to see (Traore et al. 2018). Pindat et al. (2013) combined a magnifying volumetric lens placed inside a multi layer object with a virtual window to highlight the position of the lens. Magic lenses are also used in a 3D AR environment which allows a more intuitive spatial placement of the viewing region compared to screen-based applications. In mobile AR, the display device itself might be used as a magic lens (Heinrich et al. 2017; Cao et al. 2007). Luo et al. (2021) combined 3D-objects displayed with an optical see-through head-mounted display, and an image slice view shown with a tablet used as a magic lens. Other handheld tools are also often used directly as magic lenses in AR, for example by projecting onto them (Spindler et al. 2010; Looser et al. 2007). Volumetric lenses are less common in AR. Monclus et al. (2009) presented a virtual magic lantern. There, a magnifying cone-shaped lens
is placed with a handheld pointing tool. Mendez et al. (2006) investigated composable approaches with multiple volumetric lenses positioned with handheld markers. Heinrich et al. (2020) evaluated different interaction approaches to translate and scale a bounding box similar to a magic lens for direct volume rendering in spatial augmented reality. Foot and Hand gestures, as well as tracked handheld devices, were compared. Hand gesture interaction performed best in terms of task completion time and subjective workload. Recognition and integration of different gestures is also being explored specifically for AR anatomy training (Karambakhsh et al. 2019). Iqbal et al. (2021) compared a VR and an optical see-through AR setup as an alternative for cadaver dissection. They indicated difficulties in the gesture interaction with the AR glasses. Here only one gesture could be used. Blum et al. (2012) presented a virtual mirror for displaying medical volume data, in which slice images were controlled by gestures. However, most studies in the field focus on the anatomy education and visualisation, not on the gesture interaction. There are many works on touch-less interaction in the medical field in general due to sterility requirements (Besançon et al. 2021). However, oftentimes no interactions with 3D models are considered (Cronin and Doherty 2019). There, more degrees of freedom are required (Gallo 2013). In AR applications, hand recognition is often used to provide direct interaction with virtual models via pinch, grasp or grab gestures (Valentini 2018; Vuibert et al. 2015). For indirect 3D object manipulation using mid-air gestures, two hands might be used (Cui et al. 2016; Chen et al. 2017). In addition to hand recognition, body gestures are also utilised for touch-less interaction (Kirmizibayrak et al. 2011).

The activation of an interaction is particularly important. There are different approaches to activate the gesture recognition itself to avoid accidental detection, for example the use of gaze targets and trigger gestures by hand or foot (Hopmann et al. 2011; Hatscher and Hansen 2018). However, this has to be differentiated from the activation of the action associated with the gesture. Often, gestures are held for the duration of the interaction, and ending the gesture causes the action to end (Mentis et al. 2015). Another variant is the execution of an activation gesture, after which the action runs until an end gesture is detected (Heinrich et al. 2020). Other well known input methods like voice control, gaze interaction or foot gestures might be used instead or in addition. Mentis et al. (2015) evaluated voice commands and hand gestures for single actions, e.g. clicking a button, and manipulation modes, e.g. moving an object. Manipulation modes were controlled via voice control using discrete commands or via gestures using continuous manipulation. They recommend the redundant use of voice and hand interaction, but no evaluation of discrete commands versus continuous manipulation was provided.

3. Materials and Methods

3.1. The Magic Lens

A volumetric magic lens was used to create a spherical cut-out area inside the model, showing structures previously occluded (see Figure 1). A virtual window following the lens was added to ensure visibility of the cut area. It also allowed the user to look at the clipped scene from different angles and gives more flexibility by expanding the sphere with a cylinder shape. A similar approach with a cone shape was used by Pindat et al. (2013) to highlight the lens position and show occluded structures.
(a) The magic lens cuts a spherical shape out of the model, allowing the user to explore hidden structures.

(b) The lens position and size on the phantom of a human torso is controlled by mid-air hand gestures.

Figure 1. The magic lens in the (a) development environment and (b) in spatial AR.

A Unity surface shader was developed to control how and if the vertices of the assigned object were rendered. The spherical lens was defined by a center point and a radius. Both parameters could be changed by the user to move and scale the lens. By default, the lens had a radius of 10 cm and was positioned on the stomach. A cylindrical extension of the lens was defined to generate the virtual window. The main axis of the cylinder was aligned towards the head position. The radius was determined by the scaling of the lens. For each vertex of an object assigned to the shader, the distance to the cutout area, consisting of the sphere and the cylinder, was calculated. All vertices within the area were clipped to generate a transparent lens. For each anatomical model, an individual material was generated based on the lens shader. This allowed an individual setting of render parameters for each model as well as a clear definition of objects to be cut through the lens.

3.2. Activation Modes

Activation modes define how the gestures had to be performed to start or stop the corresponding action. Two variants were examined in this work, based on discrete commands and continuous manipulation as described by Mentis et al. (2015). However, unlike Mentis et al., gesture interaction was used for both.

**Hold activation mode:** In this mode, the corresponding action is executed as long as the gesture is held. The user has to hold a gesture when performing an action and takes a neutral hand position to stop the action.

**Toggle activation mode:** In this mode, an action is started once by a gesture and then runs until it is stopped again by the same or another gesture. The user does not have to hold a gesture during the action. To end the action, the same gesture as that which was used for starting or that which was used for a universal stop gesture could be performed. Performing another start gesture during an active action led to the termination of the current and immediate start of the new action.

Only one activation mode could be active at a time. A change of the activation mode in the user study was done by the supervisor. The user was not able to switch between modes to avoid accidental changes.
3.3. Gesture Control

Four mid-air hand gestures were used to interact with the magic lens (see Figure 2). Gesture control was implemented in a modular structure, from individual fingers to whole gestures. For each finger, the angle between fingertip, middle and base was calculated to determine if the finger was stretched (angle over 150 degrees), bent (angle under 100 degrees), or something in between. Gestures were then defined as state descriptions of the fingers. The thumb was excluded to avoid problems with gesture variations, for example, in the case of a fist with the thumb above or below the fingers. The sensitivity of the gestures was controlled by adjusting the bending and stretching angle threshold. In test runs prior to the study, one general setting worked well for all participants, so a calibration process was not needed. For a gesture to be recognised a second consecutive time, e.g. in toggle mode to stop an action, a neutral hand position had to be detected in between.

**Fist Gesture for Translation:** Translation of the lens was expected to be performed most often. Therefore, the gesture had to be easy to perform and hold. The fist gesture is not only easy but also intuitive, as it is a gesture resembling grabbing and moving an object. The lens cannot be grabbed directly as it is invisible and supposed to be inside the body. Therefore, the positional changes were implemented relative to the position of the hand when the gesture was activated. The user was, thus, able to control the lens position completely independently of its position. The lens followed the hand movements in three translational degrees of freedom, with a restriction of movement to close proximity to the phantom to avoid accidental misplacement. The fist gesture was activated when all fingers were recognised as bent.

**Index Pointing for Scaling:** The second important interaction for a spherical lens is scaling. To provide an intuitive metaphor, pointing with the index finger while moving the hand up or down, resembling usage of a slider, was used. The scaling was also performed relative to the position of the hand when the gesture was activated. This initial position for every activation was set to equal the current size of the lens. Scaling was restricted to a minimum radius of 2 cm and a maximum radius of 15 cm to prevent the lens from disappearing or getting too large, which rendered the lens unproductive. The Index Pointing was recognised when the index finger was stretched and the remaining fingers were bent.

**Rock’N’Roll for Resetting:** An interaction to reset the lens was needed in case of accidental misplacement or wrong scaling. It should not be activated by mistake and therefore required a more complex gesture. The Rock’N’Roll gesture is less intuitive but easy to remember as a pop culture reference. When activating the gesture, the lens was reset to a position on the stomach of the model in default size of 10 cm. The Rock’N’Roll gesture was recognised when the index finger and pinkie were stretched, with a bent middle and ring finger.
Two Finger Pointing for Stopping: The Toggle activation mode does not require the user to hold a gesture. This may result in the user forgetting which gesture they used for activation. A general stop gesture provides a reliable way to end all interactions immediately. Pointing with the index and middle finger is easy to perform and clearly distinguishable from the other gestures used. The Two Finger Pointing was recognised with a stretched index and middle finger and a bent ring finger and pinkie.

3.4. Setup

For gesture recognition, a data glove (Hi5 VR Glove, Noitom International Inc, USA) was used to enable the user to move freely around the model. An attached Vive tracker (HTC Corporation, Taiwan) provided the hand position. A bicycle helmet with a Vive tracker was used to track the head position, to enable perspective correct rendering. The trackers and glove were connected to the game engine Unity (Unity Technologies, USA), which was used to implement the prototype. SteamVR (Valve Corporation, USA) and the Unity Plugin for the Hi5 VR Gloves (Noitom International Inc, USA) were used to integrate the tracking data. Two stereoscopic projectors (Barco G60-W7, Barco GmbH, Germany) with radio frequency 3D shutter glasses and a radio frequency emitter (VR 3D Glasses, Eyes3shut, France) were used with a torso phantom as the projection surface. With a photogrammetric measurement system (ProjectionTools, domeprojection.com GmbH, Germany), a 3D model of the phantom was created to generate and calibrate the projection surface mapping. Based on this and the head tracking data, spatially aligned and perspective correct images were rendered onto the phantom with the associated Unity plugin (ProjectionTools, domeprojection.com, Germany). The organ models were retrieved from an anatomical database (Mitsuhashi et al. (2009): BodyParts3D, Japan) and were resized to fit the torso phantom.

3.5. Evaluation

A within-subject design user study was conducted to investigate the effects of the activation modes using the AR magic lens. The participants had to find a virtual sphere in the projected anatomy using the magic lens. The task was designed to promote frequent use and switching between gestures. Therefore, when the participant located the sphere, the lens had to be scaled to the size of the target. To reduce visual clutter, the organs and bones of the human body were shown in a semi-transparent blue while rendering the vessels and muscles transparent (see Figure 3). The target spheres were rendered green and were clipped by the magic lens like anatomical structures.

The activation mode was used as an independent variable with two levels: Hold and Toggle. Three dependent variables were measured. The number of gesture changes was used to evaluate if there was more switching between gestures in a mode. The task completion time was used to check whether the task could be completed faster in one activation mode than in the other. To determine if the task could be better accomplished with one mode, the correctness of task performance was ascertained. To measure the accuracy, two metrics were used to evaluate the overlap of the lens and target spheres. The Jaccard index was used to evaluate similarity. Both the scale and the position in space should be taken into account. A comparison of the volumes alone would not have given sufficient information about the overlap. To evaluate whether the target was found with the lens, while ignoring the correct scaling, the overlap coefficient was used additionally. The subjective assessment was collected using a Likert scale.
based on the NASA Task Load Index questions. Participants were asked to rate the mental and physical demand, the perceived time pressure, necessary effort, and stress during the task on 5-point Likert items ranging from 1 (very low) to 5 (very high). The subjective assessment was retrieved by adding up the scores of all Likert items, resulting in a Likert score ranging from 0 to 25.

Because no advanced prior medical or technical knowledge was needed for the tasks, the study was advertised in local and university online groups without recruitment requirements. Twenty-four participants (11 male, 11 female, 2 diverse), aged from 20 to 41 years (median: 24 years) took part in the study. Most had little experience with either AR or other mixed reality applications, or hand gestures and human anatomy. Each participant received 10€ as compensation.

First, written consent was collected for each participant. Then, the setup, interaction and study task were explained. Participants were then asked to put on the stereo glasses, the head tracking helmet and the gloves for the gesture recognition. The first activation mode was thereafter explained in a tutorial, allowing subjects to familiarise themselves with the interaction methods, gestures and the task. Additionally, a reference sheet for the gestures was available at all times. The participants were then instructed to favour accuracy over speed and to take as much time as needed. Subsequently, four tasks were performed, using the first activation mode. Afterwards, a tutorial of the second activation mode was presented. Again, participants were allowed to test out the interaction methods in a sample task. Four task repetitions with the second activation mode then followed. For each activation mode, the Likert scale was completed and qualitative feedback was collected. After completing all tasks, the participants were asked to fill out a questionnaire, retrieving demographic information as well as user feedback about the magic lens, interaction and setup.

The starting activation mode was alternated between participants to avoid learning effects. Additionally, eight predefined target spheres with varying positions in the upper body and sizes varying between 4 cm to 10 cm were randomly assigned to the task for this purpose.

4. Results

After completion of the study, the Jaccard index, Overlap coefficient, and the number of gesture changes with and without the Two Finger Pointing stop gesture were determined for all trials. The subjective assessment score was retrieved by summing up
Likert items. Subsequently, mean values were determined for measurement repetitions of identical experimental conditions for each participant.

The acquired data were tested for normal distribution using Shapiro-Wilk tests. A normal distribution was not given for all groups. Since the requirements for a paired t-test were therefore not met, a paired Wilcoxon signed rank test was applied to evaluate the statistical significance of the results. The effect of the activation modes is presented in Figure 4.

Figure 4. Effects of the activation mode on the **A** task completion time, **B & C** accuracy using the Jaccard index to evaluate the similarity of the target and lens volume, and the Overlap coefficient to assess to which extent the lens is within the target (both ranging from 0 to 1), **D** subjective assessment based on a Likert scale (ranging from 0 to 25), **E & F** number of gesture changes with and without the stop gesture. Bold, darker outlines indicate significant results in the Wilcoxon signed rank test.

Regarding the **number of gesture changes**, significantly more changes were recorded for the **Toggle-Mode** than with the **Hold-Activation** \( (z = -2.72, p = 0.006) \). However, when leaving out the Two Finger Pointing as a stop gesture, which was only needed in the **Toggle-Mode**, no significant differences were found for the interaction count \( (z = -0.55, p = 0.583) \). This shows that there was no increased switching between the different interactions, even if more gestures were used. It was noticed in the study that the manner of stopping (with the stop gesture, with repetition of the active gesture or with execution of another action gesture) differed from user to user. Only small differences were found for the **task completion time** \( (z = -0.55, p = 0.584) \) and the **accuracy** (Jaccard index: \( z = -0.01, p = 0.989 \); Overlap coefficient: \( z = -0.54, p = 0.587 \)). The activation modes thus did not influence how well the task could be completed. Overall, the Jaccard index for the **accuracy** turned out to be very low. This suggests a task that was challenging for many participants. Another explanation can be found in the task design. The sphere was supposed to be scaled to the same
size as the target. However, a lens of exactly the same size and position made it impossible to see the target and therefore confirm the positioning. Users thus often scaled the lens slightly smaller than the target, or misplaced it somewhat. The overlap coefficient shows that the lens, as the smaller volume, was always completely or mostly inside the target. Differences in volume are strongly penalised in the Jaccard index and therefore resulted in low scores. Finding the target was possible with the lens, but scaling to fit the target was difficult. This may also be due to problems with depth perception that were frequently reported in the qualitative feedback. The difficulty can also have had an influence on the task completion time. Since the task itself took a long time, differences caused by the activation modes may be masked. The overall experience was rated positively. The gestures were overall described as easy to perform with low to medium difficulty to recall. Participants reported no ergonomic problems with the setup, however some technical issues, e.g. jittering or gestures that were not immediately recognised, were reported. Hold performed significantly better in the subjective assessment ($z = -3.4$, $p < 0.001$). It was described as less mentally and physically demanding with a higher success rate. Most participants felt that the Toggle mode was harder to understand and counter-intuitive. It can be concluded that the different activation modes do not influence the final result, but do have an effect when performing the task.

5. Discussion

The Hold mode is favoured in the subjective assessment as well as additional qualitative feedback. While both activation modes performed similar in terms of task completion time and accuracy, more gesture changes were needed due to an additional stop gesture in the Toggle mode. However, our study was limited to a small selection of gestures that were easy to perform and hold. Future study designs should also include more complex gestures that my be harder to hold. Furthermore, the implementation is currently limited to static gestures. Dynamic gestures, like swiping, may not only yield different results, but require new activation modes. This should be considered in future studies. Additionally, no handedness was considered in our work. This was not criticised by any participant, but in the future, it should be considered whether the use of the left or both hands has an effect compared to the right hand only. This work considers hand gesture control using gloves to enable a large recognition area. Future work might explore solutions requiring no gloves to increase the system ergonomics.

The results for accuracy indicates problems in perceiving the lens. The Jaccard index and, thus, the similarity between the spheres was low. At the same time, the overlap coefficient was very high, the lens was almost always completely in the target. This is partly caused by difficulties with depth perception, even in stereoscopic projection systems (Heinrich et al. 2022) and by the visualisation itself. The magic lens is transparent, which makes it inherently elusive and hard to grasp for the user. This also caused difficulties for some users trying to differentiate scaling of the lens from translation, as both are able to increase or decrease the depth of the cutout into the body. Another difficulty caused by the transparency was the inability of many participants to differentiate between the lens itself and the cylinder between user and lens, which was also made transparent to prevent the lens from getting lost in the body. Further ways of enhancing the visibility of the lens may be investigated but should not unnecessarily restrict the visibility of the model itself. Here, interactive bounding boxes (Heinrich et al. 2020) or outlines for the virtual window (Pindat et al. 2013)
might be helpful. In addition, a different task should be used in future studies. Our task led to an underscaling and thus low accuracy of the lens in almost all subjects. Other task ideas could, for example, use more abstract size specifications in the form of diameter measurements if scaling is to be enforced.

The task led to long periods of interaction without gesture changes, for example only translation when searching the target. In addition, participants took a long time to complete the task, presumably due to its difficulty. The complexity and required time, especially whilst staying in one activation mode, might have marginalised the quantitative effects of the evaluated activation modes. Investigating other tasks could be interesting here. Independent factors on task completion, like in which order participants search the body in a search task like the one used in our study, should be avoided. Task designs with better quantifiable accuracy of the results are also preferable. In particular a differentiation between broad and fine adjustments in the lens manipulation should be investigated. The user might have other interaction requirements for low precision tasks, than for more accurate ones. Experiments with multiple parallel tasks might be better suited to estimating and comparing the cognitive load required for activation modes, as well as simulating a situation closer to real use scenarios. Our task design did not require participants with medical knowledge, as we evaluated two general activation modes. Choosing medical students as participants would have additionally allowed to evaluate anatomy-specific interaction and visualisation aspects. This might be explored in future work. More realistic models could be more appropriate for this tasks, as well as an evaluation of the lens for anatomy specific tasks, eg. finding and exploring specific structures of the body.

When measuring both time and accuracy, their interdependence has to be considered. Participants were instructed to favour accuracy over time, therefore taking longer to finish. As our study was a within-subject-design, paired measurements were investigated, making these dependencies less relevant. Therefore, we do not believe that this had a negative impact on our results.

6. Conclusion

We implemented a Magic Lens controlled by mid-air hand gestures for the interactive exploration of human anatomy. Our evaluation of two different gesture activation modes revealed the Hold activation mode to be preferable. Qualitative feedback revealed a significant preference for the Hold-mode by the users. No significant differences were found for the user performance in the task. However, more interactions are needed in the Toggle mode due to an additionally required stop gesture. Whilst an anatomical model was used for the study, the tasks itself did not require medical knowledge, but instead focused on comparing the activation modes. This makes the results of our study generalisable to other application areas. Extensions such as searching, highlighting and other customisations are also interesting for use in medicine. Further studies might explore how the lens can be used best for anatomy learning. More research is needed into which gestures are best suited for which interaction. Aligning the gestures closer to the metaphor of a lens is an interesting approach to gesture interaction that may be explored in future work. Other methods of interaction, like voice control, may be promising.
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